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1. Введение в курс. Постановка задачи обучения с подкреплением. Табличные методы обучения с подкреплением.

Кросс-энтропийный метод (CEM).

Динамическое программирование. Value Iteration, Policy Iteration.

Библиотека OpenAI gym. Реализация табличного кросс-энтропийного метода.

Метод зеркального спуска в обучении с подкреплением.

2. Элементы теории принятия решений и случайных процессов. Q-обучение и его вариации.

Марковский процесс принятия решений. Оптимизационная формализация. Двойственность Фенхеля-Рокафеллара.

Deep Q-Network (DQN) и его модификации.

Distributional RL. Categorical DQN (c51), Quantile Regression DQN (QR-DQN).

Анализ сложности алгоритма Q-обучения.

3. Policy gradient-подход с натуральным градиентом и схемы «актёр-критик».

Внутренняя мотивация для исследования среды.

Подход Advantage Actor-Critic (A2C).

Оценивание по методу REINFORCE.

Trust-Region Policy Optimization (TRPO).

Generalized Advantage Estimation (GAE). Proximal Policy Optimization (PPO).

Методы вида Natural Policy Gradient с энтропийной регуляризацией, их глобальная сходимость.

4. Задачи непрерывного управления и имитационное обучение.

Непрерывное управление.

Имитационное обучение. Обратное обучение с подкреплением.

Monte Carlo Tree Search. AlphaZero, MuZero.

Linear Quadratic Regulator (LQR). Model-based RL.
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