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1. Введение. Задачи нелинейной оптимизации: нижние оценки и оптимальные алгоритмы.

 Общая постановка задачи нелинейной оптимизации. Выпуклая и невыпуклая оптимизация. Примеры оптимизационных задач, возникающих в анализе данных: линейная и нелинейная регрессия и бинарная классификация. Нижние оценки аналитической сложности в пространствах больших размерностей (обзор): гладкие и негладкие задачи. Градиентный метод: невыпуклые, выпуклые и сильно выпуклые задачи. Ускоренные методы для задач выпуклой и сильно выпуклой гладкой оптимизации. Метод тяжёлого шарика, быстрый градиентный метод. Техника рестартов. Оптимальные ускоренные методы гладкой выпуклой минимизации. Субградиентные методы для задач негладкой оптимизации (обзор).

1. Адаптивные методы первого порядка для некоторых классов задач оптимизации.

 Адаптивный неускоренный градиентный метод: выпуклый и невыпуклый случай. Адаптивный метод подобных треугольников. Универсальные градиентные методы. Оценки скорости сходимости (обзор). Адаптивные субградиентные методы для задач выпуклой минимизации общего вида. Шаг Б.Т. Поляка в субградиентном методе и его приложения в задачах регрессии, а также при отыскании общей точки системы множеств. Относительная гладкость и относительная сильная выпуклость. Примеры прикладных задач: матричные уравнения, D-оптимальный план эксперимента. Адаптивный градиентный метод для относительно гладких оптимизационных задач. Обсуждение результатов экспериментов. Задачи централизованной оптимизации в предположении схожести слагаемых: подход с использованием относительной гладкости и сильной выпуклости. Относительная непрерывность (липшицевость) в оптимизации. Примеры: геометрические задачи, а также задача бинарной классификации методом опорных векторов. Субградиентные методы для относительно липшицевых задач.

1. Вариационные неравенства и седловые задачи. Условия разрешимости и примеры прикладных задач.

 Понятие вариационного неравенства. Результаты об условиях разрешимости вариационных неравенств. Примеры задач, приводящих к вариационным неравенствам. Задача отыскания седловой точки. Приложения: лагранжевы седловые задачи, матричные игры, задача совместного использования ресурсов, обучение генеративно-состязательных сетей (GAN).

1. Методы первого порядка для вариационных неравенств и седловых задач.

 Нижние оценки сложности методов первого порядка для вариационных неравенств. Проекционный метод для вариационных неравенств, оценка скорости сходимости для сильно монотонных липшицевых операторов. Экстраградиентный метод и его сравнение с проекционным методом. Проксимальный зеркальный метод А.С. Немировского. Адаптивный и универсальный варианты проксимального зеркального метода А.С. Немировского для вариационных неравенств с монотонными операторами. Теоретические оценки скорости сходимости методов для монотонных операторов: случаи липшицева, ограниченного и относительно липшицева оператора. Методы для вариационных неравенств с сильно монотонными операторами. Анализ результатов некоторых вычислительных экспериментов. Градиентные методы с неточным оракулом. Ускоренные методы для сильно выпукло-вогнутых седловых задач. Стохастические методы первого порядка для вариационных неравенств и седловых задач.

1. Избранные подходы к задачам невыпуклой оптимизации. Локальные и глобальные минимумы.

 Градиентный метод для гладких невыпуклых задач, оценка скорости сходимости с использованием нормы градиента. Проблема нахождения глобального минимума. Обобщения выпуклости, допускающие хорошие глобальные оценки скорости сходимости: квазивыпуклость, слабая выпуклость. Примеры квазивыпуклых и слабо выпуклых задач анализа данных. Субградиентные методы для квазивыпуклых задач (подход Ю.Е. Нестерова), оценки скорости сходимости. Субградиентные методы для слабо выпуклых задач с острым минимумом, теоретический результат о линейной скорости сходимости. Релаксации сильной выпуклости: условия градиентного доминирования и квадратичного роста, теоретический результат о линейной скорости сходимости. Пример: нелинейные системы. Задачи геометрического программирования. Эвристические алгоритмы невыпуклой оптимизации: метод имитации отжига и генетические алгоритмы.
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