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1. Нелинейная оптимизация.

Задачи нелинейной оптимизации. Общая формулировка задачи. Эффективность численных методов.

Локальные методы безусловной минимизации. Классы дифференцируемых функций. Градиентный метод. Метод Ньютона. Условная минимизация.

1. Гладкая выпуклая оптимизация.

Минимизация гладких функций. Гладкие выпуклые и сильно выпуклые функции. Нижние границы аналитической сложности для классов выпуклых и сильно выпуклых функций c липшицевым градиентом. Оптимальные методы. Градиентное отображение.

1. Негладкая выпуклая оптимизация.

Выпуклые функции общего вида. Субградиенты.

Методы негладкой минимизации. Нижние границы сложности для общего случая. Субградиентный метод.

Границы сложности в конечномерном случае. Методы отсекающей гиперплоскости.

1. Структурная оптимизация.

Концепция «черного ящика» в выпуклой оптимизации. Самосогласованные функции и их минимизация.

Самосогласованные барьеры. Метод отслеживания траектории.

Приложения структурной оптимизации. Линейная и квадратичная оптимизация. Полуопределенная оптимизация.

1. Гладкая минимизация для негладких функций: прорыв за пределы возможного.

Постановка задачи. Функции с явно заданной структурой. Понятие сопряженной (дуальной) задачи. Прокс-функция. Техника сглаживания. Оптимальная схема для решения задач гладкой задачи. Применение данного подхода к матричным играм, задаче Штейнера, вариационным неравенствам.

1. Прямо-двойственные методы решения негладких задач.

Нижняя линейная аппроксимация (модель) исходной целевой функции. Сильное и слабое решение негладкой задачи. Функция зазора и ее свойства. Общая схема двойственного усреднения. Метод простого двойственного усреднения. Метод взвешенного двойственного усреднения. Оценки скорости их сходимости. Применение метода двойственного усреднения к общей задачи минимизации, прямо-двойственной задачи, минимаксной задачи, седловой задачи. Экономическая интерпретация метода двойственного усреднения (модель сбалансированного развития).

1. Минимизация составных функций. Генерация разреженных решений.

Постановка задачи. Понятие градиентного композитного отображения и его свойства. Прямой градиентный метод. Оценки его скорости сходимости в выпуклом и сильно выпуклом случае. Двойственный градиентный метод и его оценки скорости сходимости. Двойственный градиентный метод с ускорением и его оценки скорости сходимости. Применение данных методов к решению задачи разреженных наименьших квадратов.
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